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î i unbiased estimator 8  

]ˆ[Var ML
i Cramér-Rao’s lower bound

9 )( i 2  

22

2 )(

i

i

i

i d                                             (11) 

Fisher information  

i

i

i

ii

i

i

i

i
i

eed
I 222

2 ]E[)(E)(                     (12) 

 

]ˆ[Var)( 1 ML
i

i

i
i e

I                                    (13) 

ML
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î

(10) ie
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# Poisson-Gamma  
#  
data <- read.csv("hyougo.csv",header=T) 
d    <- data$d 
e    <- data$e 
m    <- length(d) 
 
# theta=c(alpha,beta) 
LL <- function(theta,d,e,m) 
  { 
  alpha <- theta[1] 
  beta  <- theta[2] 
  stand <- numeric(m) 
  for(i in 1:m) 
    { 
    n <- d[i] + alpha - 1 
    k <- d[i] 
    logch <- lchoose(n,k)  #  
    stand[i] <- logch + alpha*log(beta) - (d[i]+alpha)*log(e[i]+beta) + d[i]*log(e[i]) 
    }   
  loglik <- sum(stand) 
  -loglik 
  } 
 
# Nelder-Mead  
op <- optim(c(5,5), LL, d=d, e=e, m=m, hessian=TRUE) 
 

―  31  ―



32 
 

data <- read.csv("hyougo.csv",header=T)  #  
library(coda)  # MCMC  
## MCMC 
#  
d     <- data$d    #  
e     <- data$e   #  
m     <- nrow(data) #  
a1    <- 1       # alpha Gamma(a1,b1) a1 
b1    <- 1       # alpha Gamma(a1,b1) b1 
a2    <- 0.1       # beta Gamma(a2,b1) a2 
b2    <- 1       # beta Gamma(a2,b2) b2 
 
# alpha  
fa <- function(alpha,beta,theta,a,b) 
  { 
    slthe <- sum(log(theta)) 
    logf <-  (m*alpha)*log(beta) + (alpha-1)*slthe - b*alpha - m*lgamma(alpha) 
    return(logf) 

} 
 
# MCMC  
chain <- 3                #  
alphst <- c(10,75,150)    # alpha  
betast <- c(10,75,150)    # beta  
# burn <- 10000             #  
# thin <- 10                #   
Niter <- 102000  # MCMC  
reall <- array(0, dim=c((Niter*chain), (m+3))) #  
 
# MCMC  
for (t in 1:chain)     # t MCMC t(1,2,...,chain)  
  { 
  # MCMC  
  alpha <- numeric(Niter)            # alpha  
  beta  <- numeric(Niter)           # beta  
  theta <- array(0, dim=c(Niter, m))  # theta  
  alpha[1] <- alphst[t]               # alpha  
  beta[1]  <- betast[t]               # beta  
  #theta[1,] <-rep(0,m)              # theta ( ) 
  sigma <- 1.9           #  
  u     <- runif(Niter)             #  
  k     <- numeric(Niter)           #  
 
  #  
  for (i in 2:Niter)  # i MCMC i(2,3,...,Niter)  
    { 
    # theta  
    for (j in 1:m)    # j j(1,2,...,m)  
      { 
      theta[i,j] <- rgamma(1, shape=d[j] + alpha[i-1], rate=e[j] + beta[i-1]) 
      } 
 
    # beta  
    sumthe  <- sum(theta[i,]) 
    beta[i] <- rgamma(1, shape=m*alpha[i-1] + a1, rate=sumthe + b2) 
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    # alpha  
    y     <- rnorm(1, alpha[i-1], sigma) #  
    logr  <- fa(y, beta[i],theta[i,],a2,b2) - fa(alpha[i-1],beta[i],theta[i,],a2,b2) 

   if(u[i] <= exp(logr)) 
    {  
     alpha[i] <- y 
     k[i]     <- 1 
     } 
    else  
     { 
   alpha[i] <- alpha[i-1] 
   } 
    } 
 
  # MCMC  
  result   <- cbind(alpha=alpha,beta=beta,theta=theta,k=k) 
  reall[((t-1)*Niter+1):(t*Niter),] <- result 
  } 
# MCMC  
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Application of Bayesian Method to Estimating Relative Risks of Suicide 
in Japan

- Making Shrinkage Estimators of Standard Mortality Rate Using Empirical Bayesian Models
and Hierarchical Bayesian Models - 

 
Hiroaki KONDA

Abstract
Japanese suicide rate got drastically higher in 1998 and it is keeping high since then. And 
prevention of suicide is getting a most important political issue in contemporary Japan. In 
terms of effective preventions of suicide, assessing suicide risks in small areas have been 
regarded as an essential task, and standardized mortality rates (SMR) is generally used to 
showing pictures of conditions of suicide in small areas. However, SMR has disadvantages of 
showing excess variability in calculating it for smaller population areas such as rural districts. 
Therefore, getting reliable estimators of SMR is one of the most important tasks for suicide 
researchers and policy makers until now. In this study, we focused on maximum likelihood 
estimators, empirical Bayesian estimators, and hierarchical Bayesian estimators of SMR as 
indicators of relative suicide risks. First, we applied basic Poisson-Gamma model for areas in 
Hyogo prefecture in Japan and discussed that the Poisson likelihood model with Gamma prior 
distribution constructed the shrinkage estimators. Second, we showed how to construct 
hierarchical Bayesian estimator with Markov chain Monte Carlo methods. Finally, we provided 
a comprehensive discussion of these three estimators’ features.

Keywords and Phrases: suicide, hierarchical Bayesian models, MCMC, small area estimation
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Limited Effect of General Trust in Judgment of Others’ Trustworthiness
 

Nahoko HAYASHI, Fumio MURAKAMI

Abstract
In previous studies on general trust, empirical evidence of the relationship between general 
trust and judgment accuracy of others’ trustworthiness is not consistent. In this study, focusing 
on the amount of information that can be used to determine the target’s trustworthiness, we 
examined the effect of general trust on evaluations of initial information and subsequent 
information. We also examined the relationship between individual psychological 
characteristics and the pattern of reaction to subsequent information. The results of the study 
suggest that the effect of general trust on the evaluation of trust information disappears rapidly 
in accordance with information to be added. In addition, the results showed that those people 
who tend to think of trying to make use of others in order to promote their self-interest (with a 
high instrumental relationship-oriented score) do not lower their evaluation of the target’s 
trustworthiness rapidly in response to subsequent negative information. 

Keywords and Phrases: judgment of trustworthiness, general trust, instrumental relationship-oriented 
scale, caution
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An Analysis of Relation between Staying or Visual Time 
and Rate of Purchase in a Department Store 

 
Keiichi KITAZUME, Toshihiro YOKOUCHI 

Abstract  
A traffic analysis, one of the traditional analytic methods of consumer behavior, has shown that 
amount of expenditure is in proportion to the length of traffic or staying time in a shop. 
However, it means that the longer traffic is, the more expenditure is to infinity. The current 
paper investigates the relation between staying or visual time and rate of purchase in a real 
shop by observing consumer’s line of sight and view point by using the Eye-Mark Recorder 
and analyzing the decision making process. The results show that consumer’s choice behavior 
has relationship with his/her visual time of goods and their labels and his/her age. In addition, 
they suggests that the rate of purchase does not always have linear relation with the traffic or 
staying time, but cannot find the optimal situation. In this investigation, the experiment method 
of observing consumer’s line of sight with recording video and making a questionnaire survey 
is effect to correct the required information. 
 

Keywords and Phrases: consumer behavior, decision making process, eye-tracking system 
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Research Note of the “KU-RENKA” Program 
- Practical Supports for Pervasive Development Disorder Children - 

 
Haruhiko ISHIDA 

Abstract  
This short paper explained about the meaning and the simple method of outdoor experience 
classes with pervasive development disorder children, which are blessed with rich natural 
environment. The pervasive development disorder children’s outdoor experience classes are 
carried out by KU-RENKA Kansai University, Resilience Network Center in Katsuragi Area  
in cooperation with Katsuragi city board of education. 

Keywords and Phrases: resilience, swamp climbing, life-support 
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